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ABSTRACT

This paper presents an approach to predicting vowel qual-
ity in vocal music performances, based on common acous-
tic features (mainly MFCCs). Rather than performing clas-
sification, we use linear regression to project spoken or
sung vowels into a continuous articulatory space: the IPA
Vowel Chart. We introduce a real-time on-line visualisa-
tion tool, the Vowel Worm, which builds upon the resulting
models and displays the evolution of sung vowels over time
in an intuitive manner. The concepts presented in this work
can be used for artistic purposes and music teaching.

1. INTRODUCTION

An important aspect in singing is the production of dis-
tinct, recognisable vowels. The work presented in this
paper aims to automatically recognise and track two per-
ceptually important qualities (‘open-/closeness’ and ‘front-
/backness’) of vowels in sung music, in real-time (and,
by implication, recognising the vowels themselves). This
would have many applications in science, music teaching,
and art.

In the speech research and phonetics communities nu-
merous studies have focused on the relationship between
acoustic signal parameters of (spoken) vowels and their
phonological categories and perceivable qualities (e.g., [1],
[21, [3], [4], [5], [6], [7]). In particular, Pfitzinger [3], [4],
[51, [6] has recently shown that such automatic mappings
from acoustic to articulatory features are possible and can
even match the performance of trained phoneticians.

With this paper, we wish to introduce the Sound and Mu-
sic computing (SMC) community to that body of work
and demonstrate that vowel qualities can be recognised
also in vocal music performance. We first present sys-
tematic experiments that corroborate Pfitzinger’s findings,
on a different vowel corpus. In particular, we show that
an effective mapping can also be learned on the basis of
Mel Frequency Cepstral Coefficients (MFCCs) (which are
routinely computed in many SMC applications). We then
present an experimental tool that tracks and visualises sung
vowels over time — as trajectories in a common phonolog-
ical ‘vowel space’ (see Section 2) — in a real-time, on-line
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setting. In analogy to [8] we call this the Vowel Worm. (The
figure in Section 5 and several demo videos (see Section 5)
explain why.) It provides us with preliminary (though still
somewhat anecdotal) evidence that this kind of mapping
approach is indeed viable for the singing voice. !

The focus of the work presented here is not on categori-
cal classification of vowels but on a mapping into a con-
tinuous (and phonologically motivated) two-dimensional
space. Real-time categorical vowel recognition can easily
be built on top of this — either via distance-based classifi-
cation in the visualisation space or by modelling the vowel
classes as MFCC distributions (e.g., in the form of Gaus-
sian Mixture Models) and performing maximum-likelihood
classification.

Our work is motivated by an artistic goal (real-time, on-
stage music visualisation), but it could also be useful in
music teaching — in particular, as a feedback tool in the
training of singers, as briefly discussed in Section 6.

The paper is organised as follows. First, in Section 2, we
explain the articulatory space we use for mapping and vi-
sualisation of vowel quality. In Section 3 we present our
methods of modelling the projection into this space. Train-
ing and evaluation of these models are described in Sec-
tion 4. We give insight into how this model was realised
and used to visualise the vowel trajectory in Section 5. Fi-
nally, in Section 6, we discuss the results and possible sce-
narios where our approach might be applicable.

2. THE PERCEPTUAL SPACE OF VOWELS AND
THE IPA VOWEL CHART

In the literature, mainly two kinds of diagram or chart are
used to illustrate and classify articulatory vowel quality.

One type is the formant frequency space (e.g., [6], [2],
[1]). The simplest version is a two-dimensional diagram
with the first and the second formants F'1 and F'2 defining
the axes, and vowels positioned in the diagram according
to their formant frequencies. Variations exist with respect
to the scaling of the formant frequencies (e.g., Hertz or
Bark) and/or the usage of differences between formant fre-
quencies instead of absolute values.

The second type of diagram is the Cardinal Vowel Di-
agram [11] and its newer adaptation by the International

! This is notable because in [9] and [6] it was shown that the funda-
mental frequency (F'0) has a significant effect on the formant frequencies
and, in particular, on the ‘vowel height’ (which is one of the articulatory
dimensions we wish to recognise). In singing, this effect is expected to be
much more pronounced than in speech, which was the focus of previous
research.
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Figure 1. The IPA Vowel Chart [10]. The horizontal axis
depicts the vowel backness and the vertical axis the vowel
height. Vowels at the right and left of bullets are rounded
and unrounded, respectively.

Phonetic Association (IPA), the vowel quadrilateral or /PA
Vowel Chart [10] as shown in Figure 1. In our work we use
the latter as a space to visualise vowel quality.

The IPA Vowel Chart locates vowels in terms of the tongue
position required for their production. One dimension refers
to the backness of the vowel, ranging from front to back.
If the tongue or its highest point is placed near the front of
the mouth (the hard palate), the vowel is labelled as a front
vowel, whereas if the highest point of the tongue is placed
at the back, narrowing the pharynx, the vowel is labelled
as a back vowel.

The second dimension is height. If the tongue is near
the roof of the mouth, the vowel height is described as
close.? A vowel produced with maximum distance be-
tween tongue and palate is described as open. The eight
primary cardinal vowels [i], [e], [¢], [a], [a], [2], [o], and
[u] define the reference points in this chart. All other vow-
els can be placed in positions between them [10].

A third, partially independent dimension is the lip round-
ing. A vowel is called rounded if the lips are rounded dur-
ing its production, and unrounded if the lips are relaxed.

3. VOWEL QUALITY PREDICTION

The objective of the work described here is to develop a
system that can recognise, track, and visualise vowel qual-
ities in sung music by mapping them into the IPA chart in
real-time using a suitable regression model that is based on
common audio features as routinely used in Music Infor-
mation Retrieval (MIR) and SMC.

3.1 The Space

In order to build such a model, it is necessary to define
a space on the basis of the IPA Vowel Chart. We simply
place the vowel chart in a two-dimensional Cartesian co-
ordinate system as shown in Figure 2. The proportions of
the vowel chart used here are 2:3:4 for the bottom, right,
and top sides respectively [12]. The backness coordinates

2 Not closed, as one might expect from the naming of the other ex-
treme (‘open’). The vowel height dimension is sometimes also called
‘closeness’.

of our space range from 0 (front) to 4 (back), and the height
coordinates range from 0 (open) to 3 (close). Each vowel
is therefore represented by a distinct point in this space.
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Figure 2. Coordinates of the vowel chart space used for
regression with some sample points.

3.2 Multiple Linear Regression

As a predictor, we decided to use multiple linear regres-
sion. The advantages of this, compared to other methods
like local regression, for instance, are its simplicity, robust-
ness, and efficient implementation for real-time prediction.

y=> wifite=(xB)+e (1)

As shown in equation 1, multiple linear regression is ba-
sically the inner product of a (feature) vector x (regressor)
and a regression coefficients vector B plus an error term
e. It is necessary to extend x (the features used as regres-
sors) by a further dimension to model the constant term
in the linear equation. For each of the two vowel dimen-
sions (backness and height) a separate regression model is
generated.

3.3 Features

As regressors we use the following features (or subsets of
these):

e Mel Frequency Cepstral Coefficients (MFCCs) [13].
The MFCCs are calculated using 40 mel spaced tri-
angular filters covering the spectrum up to 8000 H z.
No pre-empbhasis is used, and the areas of the filters
are not normalised; in other words, all filters have
the same height. A Hamming window is used to cal-
culate the spectrum.

e Linear Prediction Filter Coefficients (LPFCs) [14].
Linear prediction of order 13 is performed, resulting
in 14 filter coefficients.

o Fundamental Frequency (F'0). To obtain the fun-
damental frequency (and to decide whether one is
present at all), we use a (real-time) F'0 estimation
algorithm developed earlier and also implemented
in our visualisation tool (Section 5). The underlying
algorithm builds upon a combination of approaches



presented in [15] and [16]. Several scalings of F'0
are used, namely Hertz, logarithm, mel scale, and
equivalent rectangular bandwidth (ERB) scale.

Altogether, this results in 58 features (40 MFCCs, 14 LPFCs,
4 representations of F'0).

4. EXPERIMENTS
4.1 Corpus and Data Generation

We have not been able to find an annotated vowel database
for sung vowels. Creating such a database is very labour-
intensive, since in addition to recording the sung vowels,
it also requires classification by several phoneticians who
place them at the right positions in the IPA Vowel Chart, as
done by Pfitzinger in [4] for spoken vowels. Thus, to build
and validate our models, we relied on an existing database
for spoken vowels.

We used the vowel corpus created for the Vocal Joystick
Project? [17], which consists of a large amount of recorded
monophthongs (pure vowel sounds with no changes in ar-

ticulation) and vowel-to-vowel transitions (articulation moves

from one vowel to another). The corpus features 9 vowels,
namely [i], [e], [@], [a], [a], [o], [u], [i], and the schwa
[o], spoken by multiple speakers (male and female with
different native languages) and recorded at various sound
levels, intonations, and durations [18]. In addition, each
recording was judged by a phonetician as to whether it is of
acceptable quality (i.e., close enough to the target vowel).
Figure 3 shows the vowels covered by the corpus on the
IPA Vowel Chart.

: \ |

Figure 3. Vowels covered by the Vocal Joystick Corpus
(cf. Figure 1).

For training and evaluation of our models, we used only
utterances of monophthongs (no vowel-to-vowel transitions)
of acceptable articulatory quality. After removing prob-
lematic utterances (i.e., those too far from the target vowel),
we only kept speakers that still covered all 9 vowels. This
resulted in a reduction from originally 92 speakers to 56.
To create our data set, 150 uniformly distributed random
points in time were generated for all corresponding utter-
ances per speaker and vowel. Only voiced segments were
taken into account, that is, segments with a detected funda-
mental frequency. This resulted in a total of 75,600 sam-
ples (56 speakers x 9 vowels x 150 samples). From these

3 Freely available at http://www.vocaljoystick.org/

random points in time, the features (MFCCs, LPFCs, and
F0) were extracted.

4.2 Experimental Results

As mentioned above, our data covers 56 different speak-
ers. We performed a 56-fold cross-validation for our eval-
vation. For every fold, the samples of one speaker were
left out for testing while the rest of the data was used for
training the regression models. After training, the models
were used to predict the backness and height of the sam-
ples from this speaker, resulting in a leave-one-speaker-out
cross-validation.

As evaluation measures we used the correlation coeffi-
cient r and the root mean square error (RMSE) for each of
the two dimensions backness and height. The RMSE was
calculated from the results in a normalised space, which
means that the backness and height predictions were di-
vided by 4 and 3, respectively, to obtain a chart space rang-
ing from O to 1 in each dimension.

Features \ twin \ p \ RMSE, ‘
MFCC;-49, LPEC 93ms | 0.8854 16.09%
MFCC;-49, LPFC, FOg. | 93ms | 0.8853 16.10%
MFCC1-49, LPFC 46ms | 0.8826 | 16.27%
MFCCs-o5 93ms | 0.8659 | 17.32%
MFCCs-25, FOrrB 93ms | 0.8656 | 17.33%
MFCCs-55 46ms | 0.8608 17.61%
MFCCs-13 46ms | 0.8572 17.82%
MFCC-¢ 23ms | 0.8130 | 20.15%
Baseline - 1.6e-13 | 34.61%

Table 1. Features and results for backness regression mod-
els sorted by 7.

Features \ twin \ T \ RMSE), ‘
MFCC;-49, LPFC, FOy .,

FO,0y. FOppz, FOprel 93ms | 0.8554 | 20.36%
MFCC1-49, LPFC,FOggrp | 93ms | 0.8551 20.38%
MFCC;-49, LPEC 93ms | 0.8540 | 20.45%
MFCC2_25, FOERB 93ms 0.8526 2053%
MFCCs-55, FOprpB 46ms | 0.8502 | 20.68%
MFCCs-49 93ms | 0.8501 20.69%
MFCCy-o5 46ms | 0.8479 | 20.83%
LPFC, FOggrpB 93ms | 0.6701 29.17%
Baseline - —8e-17 | 39.28%

Table 2. Features and results for height regression models
sorted by 7.

We tried several window sizes, zero-padding sizes, and
feature combinations to determine which settings perform
best. Tables 1 and 2 show the results for several feature
combinations and window sizes (£, ) but list only a sub-
set of all tested combinations. Zero-padding does not seem
to have any significant influence on the quality of the MFCCs.
For performance reasons, we thus omitted zero-padding in
the final results. The window size, however, does have an
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impact: the larger the window, the better the regression.
This is not surprising, as only monophthongs were used
for training, and therefore a larger window covers more
information and might cancel out variations in the signal.
Furthermore, if a sample happens to be at the beginning
or end of a vowel, a larger window captures more of the
relevant signal. The baselines shown in Tables 1 and 2 rep-
resent a predictor that outputs the average backness and
height.

The best backness correlation (r, = 0.8854) was ob-
tained with a window size of 93 ms, all MFCCs and LPFCs
as features. Adding the fundamental frequency did not lead
to any improvement. Without LPFCs, the best results were
obtained with MFCCs 2 to 25 (excluding the first coeffi-
cient). The prediction of backness seems to be very robust
in terms of the feature combinations. The worst result with
only 6 MFCCs and a window of 23 ms still achieved a
correlation coefficient of r, = 0.8130.

Vowel height seems to be more sensitive to the choise of
feature combination. Again, the best result was obtained
with all features, but also including all scalings of F'0. The
height predictions improved with the usage of F'0. This
finding is in agreement with Pfitzinger’s results [3], [5],
[6], which showed that F'0 influences the perceived vowel
height. However, the impact is rather small in our case.
Also, the scaling of F'0 has no major influence. The best
results were obtained by using the 'O in ERB scale. The
reason for the limited effect of the fundamental frequency
might be that the MFCCs themselves encode some amount
of pitch information.

For comparison, in [5], Pfitzinger achieved results of , =
0.964, r, = 0.903 and r, = 0.965, r, = 0.960 with-
out and with F'0, respectively. However, it is difficult to
compare these results with ours. Pfitzinger used only 12
German speakers and different vowels. The vowel stimuli
were presented to 40 trained phoneticians, each of whom
assigned the stimuli to precise positions in the vowel chart
(whereas we were limited to assigning training vowels to
their grid positions in the chart, because we only had vowel
labels as ground truth). It could thus be argued that the
training data used in [4] is substantially more refined than
the data available to us.

Note that vowel quality assessment is generally not un-
ambiguous. Dioubina and Pfitzinger [12] stated that the
judgement of vowel quality by phoneticians is influenced
by their native language. In addition, according to [4], even
skilled phoneticians cannot reliably repeat their own judge-
ments after some time.

Overall, we conclude from the experiments for the pur-
poses of our project that (1) the qualities backness and
height of spoken vowels can be predicted reasonably well
by linear regression, and (2) this can be done by using
MFCCs, which are routinely computed and used in MIR

and SMC applications as underlying audio features. Whether

these results can be extended to sung vowels in music will
need to be established quantitatively in future experiments
—should an annotated corpus of sung vowels becomes avail-
able. In Section 5, we give some anecdotal evidence of this
by supplying examples of our vowel visualiser in action.

4.3 Final Model

Height

Backness

Figure 4. Scatter plots of the predictions of the final model
for all 9 vowels (cf. Figure 3). Each dot marks the pre-
dicted point of one test sample. Each cross and circle indi-
cates the mean and standard deviation of all predictions of
one class.

We used 24 MFCCs (coefficients 2 to 25) with a win-
dow size of t,,;, = 46 ms as the final model parameters
in the backness prediction. For height, two models were
generated: one based only on the same 24 MFCCs as for
backness, and one based on the 24 MFCCs plus the F'0
in ERB scale. The system switches automatically between
the models, depending on the presence of a valid F'0. The
chosen models constitute a trade-off between run-time and
accuracy. A longer signal window raises computational
costs in the calculation of the spectrum and the MFCCs,
and also generally the tracker’s latency. An effect simi-
lar to that of a larger window can be obtained by smooth-
ing the final predictions of backness and height over time.
Figure 4 shows scatter plots of the predictions of the trained
models.

5. THE VOWEL WORM

Our ultimate goal is the visual tracking of vowels (and
other aspects of singing) in artistic musical contexts. From
previous experiments with categorical vowel classification,
we learned that a simple textual display of the currently
recognised vowel is not very useful. Vowel changes hap-
pen too fast for the viewer to process and validate these
impressions. Also, classifying vowels into nominal classes
has several drawbacks. Spoken or sung vowels are almost
always a mixture of adjacent vowel classes. Moreover,
classification limits the set of vowels to those used in train-
ing. If there are, for instance, only 9 vowel classes in the
training data (as in the Vocal Joystick corpus), the classi-
fier will recognise only those. With regression, on the other
hand, only a subset of vowels is needed to develop a model
that is (at least in theory) capable of projecting any vowel
or input into a vowel space, even if it was not available
during training.
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These considerations led us to developing the Vowel Worm. *
It not only displays the current vowel in a more intuitive
manner by positioning it in the vowel chart plane, it also
captures the evolution of the sung vowels over time. The
Vowel Worm uses the regression models described above
to perform real-time mapping of an incoming audio sig-
nal (ideally a solo singing voice) onto the [PA Vowel Chart
visualisation plane. The current position in the chart is in-
dicated by a filled circle, while instances further in the past
appear smaller and fainter. Figure 5 shows a screenshot of
our visualisation tool during a live performance. The top
left panel shows the estimated F'0O-contour for the last 3
seconds, as determined by our pitch tracker. The Vowel
Worm is located at the bottom left.

The Worm takes the MFCCs and the fundamental fre-
quency F0 (computed on-line) as input. It then calculates
backness and height via the model’s regression formula.
Depending on the presence of a valid F'0, the implementa-
tion chooses the appropriate regression model for predict-
ing the height. Backness and height are further smoothed
over time. Smoothing is done for each dimension sepa-
rately by averaging over the last predictions. This improves
the visual stability of the projection, which otherwise tends
to jitter. Typical smoothing windows range from 150 ms
to 350 ms. Other settings that can be adjusted during run-
time are the tail length of the worm (i.e., the time span into

4 Concept and name were inspired by previous work on real-time visu-
alisation of expressive performance parameters in the Performance Worm

[8].

the past that is visualised), whether F'0 is to be used, and
whether the worm should hide in the absence of a funda-
mental frequency.

To give the reader an impression of the visualisation, we
have generated a few screen shot videos of the Worm in ac-
tion. They can be found at http://www.cp. Jku.at/
projects/realtime/vowelworm.html. In these
examples, the input audio stream comes from an audio file,
but the system works in exactly the same way with real-
time input via microphone, for instance.

6. CONCLUSIONS AND DISCUSSION

This paper has addressed the problem of real-time vowel
quality recognition and tracking, and introduced a partic-
ular way of mapping and visualising the development of
sung vowels over time. The main result, as we see it, is
that two central articulatory features of (spoken) vowels
seem to be reliably predictable from standard MFCC fea-
tures and that — on the basis of our unsystematic qualitative
experiences with the Vowel Worm — models learned from
spoken vowels appear also to apply (perhaps unexpectedly)
well to sung vowels. Carrying out systematic quantitative
experiments to support this would require the availability
of precisely annotated musical corpora.

The concrete goal of the present project is to develop real-
time music analysis and tracking technology that can be
used to control live on-stage visualisations of large musical
works (e.g., operas). To that end, we are also working on
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tracking other parameters (including exact score position)
in, for instance operatic singing. For artistic visualisation
purposes, the current recognition capabilities of the Vowel
Worm may be considered sufficient.

Beyond artistic visualisation projects, we envision appli-
cation in a vocal quality visualiser, particularly in didactic
settings, and as a feedback tool for the training of singers,
actors, etc. A prerequisite for this, however, would be pre-
cise quantitative experiments that establish whether, and
to what extent, the placement predicted by learned models
are reliably correct, which in turn depends on the availabil-
ity of high-quality training and validation corpora of sung
vowels (of various musical styles).
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