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ABSTRACT solo pieces for piano and performance expressions can be
represented with relatively few parameters comparing with
We present a method to generate human-like performancestring and wind instruments. If we look at human perfor-
expression for polyphonic piano music. Probabilistic mod- mance expression for polyphonic piano music, we can ob-
els and machine learning techniques have been successerve that tempo, dynamics and performed note durations
fully applied to solve the problem of generating human- are changing permanently for melodies (Fit). and ob-
like expressive performance, given a music score. In caseserve that differences of note onset-time, velocity and per
of polyphonic music, however, it was difficult to make formed note duration for harmonies (F).. The problem
models tractable and a huge amount of training data wasof generating human-like expressive performance s te esti
necessary, because performance contexts and relatisnshipmate fluctuations of these performance expression param-
of performance expressions are very complex. To over-eters, given a music score. However, it is a very difficult
come these problems, we propose a method with a com-problem, because many relationships between score and its
bination of probabilistic models for melody and harmony. performance expression are not explicit.
The experimental results show that the proposed method To solve this problem, probabilistic models and ma-
was able to generate fluctuations of performance expreschine learning from human performance expression have
sion parameters for polyphonic piano music such like hu- been successfully applied. In case of polyphonic music,
man performers do. The results of the subjective evalu- however, it was difficult to make models tractable and a
ations are also reported which indicate that their soundshuge amount of training data was necessary, because per-
were human-like and had certain degree of musicality. ~ formance contexts and relationships of performance ex-
pressions are very complex.
1. INTRODUCTION _ In this paper, we present a method to ge_nerate huma_m-
like expressive performances for polyphonic piano music

Human music performances include expression which is by learning from human performance expression while avoid-
not written in scores. This is one of the reasons why peo- ing data sparseness problems.

ple prefer performed music by famous performers rather

than performances without expression which can be di-

rectly rendered from the score itself. But the mechanism of 2. RELATED WORKS

human music performances is still not clear and therefore it

IS very d.'mCU|ttto getrjerﬁlte human-hkemusm performance mance rendering have been proposed, such as rule-based
expression af:c omatically, given a muh3|c score. il b expert systems, query-by-case methods and machine learn-
However, if we can construct such a system, it will be .51 1, this' section, only probabilistic model based

usefful for general users Ifo oEFa:qn a cc;)pyrlgh;[j-free mbu3|E works which take advantage of machine learning from hu-
performance automatically which can be used as a back-,, performance expression will be briefly summarized.

grOl.md musicfortheir_c_)wn (_Jrigi_nal videos and home pages, S. Flossmann introducggrformance contexdnd pro-

for |_nstance_. In addlt_pn, it will be al_so useful for sup- pose a probabilistic model for monophonic meldgy[The

porting music composition and education for not only PTO" 1hodel is trained with a large amount of human perfor-

Ilisilr?cr:vi\illlergu?z?rr]:uts):g a::s(;)r geig?;alleuSjgzr\évi(;nhi\get;:{mance expression recorded by two professional pianists,

human-like gxpressive p.erformancespfo,rtheir originabson N.' Magaloff a_nd R Batik. Performance expression is pre-
dicted by estimation of 3 parameters such as tempo, dy-

very easily, even.lf they can not play a music instrument. namics and articulations. K. Teramura propose a computa-
We focus on piano performances because there are MaNY¥onal method for imitating music performance expression
of famous pianists using Gaussian Process with a mono-
Copyright: ©2010 Tae Hun Kim et al. This is an open-access article disteid phonic melody modedf]. For predicting tempo fluctua-
under the terms of thereative Commons Attribution License 3.0 Unportedich tions, she considers periodical characteristics of tenmgo a

permits unrestricted use, distribution, and reproductiorany medium, provided reports good results for pieces in three-four time such as
the original author and source are credited. waltzes.p].

Many computational methods for automatic music perfor-
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Figure 1. Performance expression for melody of a human performagridnHaebler, from CrestMusePEDH). a)
Fluctuations of instantaneous tempo which are calculagetidoequationl). b) Dynamics calculated by the equati@).(

¢) Fluctuations of performed duration which are calculdtgthe equation3). These graphs show how human performance
expression for melody looks like. Note that upper and lowgenvoices have different performance expressions.

These two works are based on monophonic melody modharmonies]]. In addition, upper and lower outer-voices
els and they report quite good results for generating human-don’t have the same performance expression (Big.
like performance expression. However, they don’t discuss  Music performance can be regarded as a combination of
how to generate expression for polyphonic piano music. global and local expressions. Global expression is the ex-

There are some possible methods to generate perforpression resulted from interpretation of expression marks
mance expression for polyphonic piano music with mono- such asresc.andrit.. Local expression is the expression
phonic melody models. For example, 1) generate perfor-which has no expression marks for itself and is conditioned
mance expression of extracted main melody (e. g. soprandy local note-level contexts such as Fig.
voice) from given music pieces and copy them to all other  In this paper, we will focus on local expression, be-
voices, 2) extract all voices and generate performance ex-cause we believe that it is important fouman-likeness
pression for each voice and combine them, 3) treat a poly-of performance expression. However, generating local ex-
phonic music piece as an one dimensional sequence ofression is difficult, because relationships to their cxiste
notes which is sorted by time and pitch orders. are not explicit. To overcome this problem, a probabilistic

However, these methods have some limitations. By 1) model is applicable because it makes possible to capture
it is impossible to generate the characteristics of humansome tendencies of relationships. If we assume that the re-
music performance expression for polyphonic piano music lationships between contexts and performance expressions
which are mentioned above. 2) has a problem to extract allare probabilistic, then generating local expression can be
voices from given score which is very difficult. By 3) itis regarded as an optimization problem to find the most prob-
possible to generate different performance expression forabilistic sequence of performance expression, given a se-
each note even though input scores are polyphonic, how-quence of performance contexts which are represented by
ever, its musical structure will be lost. rich score features.

G. Grindlay proposes a Hidden Markov Model-based Based on these discussions, we propose following strat-
expressive music performance system and he discusses hoggy to generate human-like performance expression for poly
to generate performance expression for accompanimest paphonic piano music:

[6]. However, it is not possible to generate differences of
performance expression of each note in case of harmony. |earning performance expression

1. Split music scores for training into right and left hands.
3. METHOD

2. Extract sequences of the highest notes for right hand
and sequences of the lowest notes for left hand. These
two sequences are regarded as outer-voices. Extract
harmonies for each hand.

In this paper, we present a method for performance ren-
dering for polyphonic piano music with a combination of
probabilistic models for melody and harmony.

Polyphonic piano music can be approximated with a
combination of upper and lower outer-voices and harmonies. 3. Train left and right hand melody models with corre-
This is because human percepts outer-voices easier than sponding performance expressions of the extracted
inner-voices and inner-voices are related with sounds of outer-voices.
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Figure 2. Performance expression for harmony of a human perfornmgirfl Haebler, from CrestMusePEDB). Note
index is an index of sorted sequence of notes in a given hayifidre first note is the highest note in a given harmony).
a) Differences of onset-time calculated by the equat®n o) Differences of velocity calculated by the equatiéh (c)
Differences of performed note duration calculated by theatign ). These graphs show how human performs harmonies.
Note that each note has a different performance expressitie thers.

4. Trainleftand right harmony models with correspond- chains if we assume that the current parameter value is
ing performance expressions of the extracted har- conditioned only by its previous parameter value. In this
monies. way, we can avoid fast fluctuations which cause unnatural

sounds.

Generating performance expression

o ) ) ] Instantaneous Tempo
1. Split a input music score into right and left hands.
Tempq
2. Extract a sequence of the highest notes and estimate TempoFactqr= 1Og(_Temp<§°°p 1)
Vg

its performance expression with the trained melody
model for right hand. Extract a sequence of the low- \yhere Tempg{JPéis the average tempo of s, n¢—2, 41,

est notes and estimate its performance expression,, ., ., whenn, is the current note to perform.
with the trained melody model for left hand.

3. Estimate performance expression for right hand har- Loudness
monies using the trained right hand harmony model
and estimate performance expression for left hand LOUdnesgemdy: log(
harmonies using the trained left hand harmony model.

Velocity,

T scope 2
Velocit af,ng) @

SCope s H
where Velocit Vgp is the average velocity of;_s, ny_o,

4. Combine the 4 estimated performance expressions. )
ny_1, Ng, Ner1, Whenn, is the current note to perform.

On this strategy, we split scores into upper and lower outer-

voices and harmonies. Therefore, it is possible to generateperformed note duration
human-like performance expression for polyphonic piano
music with relatively simple score features and first-order
Markov chain models using a small amount of training
data.

Followings are details of melody and harmony model where Duratioff°®and Duratioff® are nominal durations
and its learning and estimation. in given scores and performed note durations by human
performers, respectively.

Duratio®®

DurationFactdP®°® = 1Og(morf°°re

) @)

3.1 Melody model 3.1.2 Score features

3.1.1 Performance expression parameters .
For performance expression of a melody, we assume that

For melody model, 3 performance expression parametergperformance contexts are different for each performance
are considered: instantaneous tempo, loudness and pelexpression parameter, even if the performing note is iden-
formed note duration. Fluctuations of each performancetical. Therefore, different score features are considéred
parameter can be modeled with first-order linear Markov each parameter (Tablg.



Table 1. Score features for melody model

Table 2. Score features for harmony model

Instantaneous | Loudness Performed Difference of | Loudness Performed

tempo note duration onset-time note duration

- Pitch - Pitch

- Duratiort°'® Duratior®°"® Duratior®°®

Notelnterval |,| Notelnterval 1,| Notelnterval I, NoteDistance

I, 1, v I, 1, 1V I, 1, v OuterNote

DurationRatio | DurationRatio | DurationRatio

NTITLY (NI Ty

Metric I, 11 Metric |, 11 Metric I, 11

Articulation Articulation Articulation where Duratioff* and Duratiotf are performed duration
Marks Marks Marks of a note, which belongs to outer voices, in a given har-

mony and performed duration of the current note, respec-
tively.

In the score features, Pitch means an absolute pitch as-2-2 Score features
MIDI note number and Duratidf’"is a nominal duration
in a given score. Notelnterval I, Il, lll, IV are the note
intervals of pair(n;—s, ni—2), (ni—2, ni—1), (Ne—1, n),
(nt, ney1) Wheren, is the current note, respectively. Dura-
tionRatio I, Il, Ill, IV are duration ratios of each pair akmv
Metric is a variable which has a value fromery_strong,
strong, weak} and Metric |, Il are Metric of previous and
current note, respectively. ArticulationMarks is an artic
lation mark such astaccatgaccentandfermata

For performance expression of a harmony, same score fea-
tures are considered for all 3 performance expression pa-
rameters (Tabl@).

In score features, Pitch is an absolute pitch as MIDI note
number and Duratidfi®®is a nominal duration in a score.
NoteDistance is measured by a note interval between the
note belongs to outer voices and the current note to per-
form. OuterNote is a variable which htxge, if the current
note is an outer note of the harmony datse otherwise.

3.2 Harmony model 3.3 Learning and estimation

3.2.1 Performance expression parameters .
Because sequences of performance expression for both of

For harmony model, 3 performance expression parame-melody and harmony are modeled by linear chain Markov
ters are considered: difference of onset-time, loudnegs an models, any of HMM-like probabilistic models is appli-
performed note duration. A sequence of parameter valuescable for learning and estimation. In the experiments, we
which is sorted by pitch can be modeled with a first-order employed Conditional Random Fiel@§[which show bet-
linear Markov chain to avoid a large difference of parame- ter performances for input sequences represented by rich
ter values which causes an unnatural sound. features. Both of melody and harmony models are train-
able with Maximum Likelihood Estimation using Stochas-
tic Gradient Descent algorithi®[and performance expres-
sion can be estimated with Viterbi algorithm. To imple-
ment the proposed method, we used "crfsgd” package by
Leon Bottou' .

Difference of onset-time
DiffOnsetTime = OnsetTimg — OnsetTimg (4)

where OnsetTimgis onset time of a note, which belongs

to outer-voices, in a given harmony. OnsetTjmgeonset 3.4 Quantization of performance expression

time of the current note to perform. DiffOnsetTime is a parameters

difference of onset-times, when a quarter note has a length

of 1.0 (See{)). Performance expression parameters should be quantized
into discrete values for learning and estimating perforcean
expression, because CRFs are frameworks for predicting
label sequences and therefore it is not able to estimate con-

Loudnes%armony: 1 (Veloc_ityi) 5) tinuou_s val_ues. In the exp.eriments, the pgramete_rs_; were

Velocity, quantized into 32 labels with-means algorithm. Initial

values of the algorithm are given by random sampling from

the prior distribution of performance expression parame-

ters which is obtained from the training data and therefore

a non-linear quantization preserving the prior distribati

of performance parameter values is possible, for example,

more probable values of performance expression parame-

ters are quantized into small size bins.

Loudness

where Velocity, is velocity of a note, which belongs to
outer voices, in a given harmony. Velogit velocity of
the current note to perform.

Performed note duration

Duratiorf®®
Duratio®®

DurationFactdP™™ = log( ) (6)

1 http://leon.bottou.org/projects/sgd



Table 3. Training data for experiment 1. 4 performances Table 4. Training data for experiment 2. 14 performances

of 1 piece were used totally. of 14 pieces were used totally.
Piece Performer Pieces Performer
Piano Sonata KV331, 1st Mov{| Hiroko Naka- Prelude Op. 28 No. 1, 4, 7, 15,V. Ashkenazy
mura 20 (5 pieces)

Piano Sonata KV331, 1st Mov| Norio Shimizu Etude Op.10-3, 10-4, 25-11 (BV. Ashkenazy

Piano Sonata KV331, 1st Mov| Ingrid Haebler pieces)

Piano Sonata KV331, 1st Mov| Lily Kraus Waltz Op. 18, 34-2, 64-2, 69-1, V. Ashkenazy
69-2 (5 pieces)
Nocturne No. 2 Op. 9-2 (1 V. Ashkenazy
piece)

4. EVALUATION

To evaluate proposed method for generating human-like

performance expression for polyphonic piano music, We 5, accompaniment. Fig shows that there are also differ-

condU(_:ted two experiments: for test pleces_wh|ch are KNOWR a5 hetween fluctuations of performance expression pa-
to the implemented system and for test pieces which aré,, neters such as loudness and performed note duration of

unkqovx;n to fthﬁ system. To eva;luate human-likeness a_n:upper and lower outer-voices in the generated performance
musicality of the generated performance expression with gy e scion with proposed method.

the proposed method, we also conducted subjective evalu- For harmony, we mentioned that human performance

ations forthem.. ) expression have different onset-time, loudness, and per-
In the experiments, we trained melody and harmony ¢qrmed duration for each note. Probably, this is resulted by
models with CrestMusePEDB ver. 21[ In the subjec-  jnfyences from the interpretation of the piece by perform-
tive evaluations, we used sound samples which are réngq anq the characteristcs of their fingering. Figshows
dered with a sampling-based virtual instrument, "Garritan 4t generated performance expressions with the proposed
Instruments for Finale2009” from Garritan Libraries. method also has different performance parameter values
such as onset-time, loudness and performed duration for
4.1 Experimental environments each note.
The fluctuations were not random, for example, per-

Experiment 1 — For known pieces to the system In ex- § i '
formed durations of lower voice showed a certain pattern

periment 1, we evaluated the proposed method for known i ; .
pieces to the system. Melody and harmony models weredccording to a given accompaniment pattern, for example,
trained with 4 human performances of W. A. Mozart, Pi- the lowest note A is performed &gata

ano Sonata, KV. 331, 1st Movement (Tal#e As the These results indicate that with the proposed method,

test piece, we used the same piece. It is composed witHt is able to automatically generate fluctuations of perfor-

several harmonies and therefore we can see, if the pro/Nance expression parameterskaownpolyphonic piano

posed method is able to generate performance expressioff'USiC, With certain degree of musicality.
for polyphonic piano music. From the results of experiment 2, we also can see that

upper and lower outer-voices have different fluctuations

] . of performance expression parameters. For harmony, all
Experiment 2 — For unknown pieces to the system In  potes have different performance parameter values to each
experiment 2, we evaluated the proposed method for un-giner (Fig.5).
known pieces to the system. Melody and harmony mod-  The flyctuations were not random, for example, tempo
els were trained with 14 pieces of F. Chopin which are fjctyations showed a certain pattern according to measure
performed by Viadimir Ashkenazy (Tabl. As the test  porders (a tempo-arch was observed for each measure).
piece, we used F. Chopin, Nocturne No. 10, Op. 32, 2nd  These results show that with proposed method, it is also
Movement which is not included in the training data set. gple to automatically generate fluctuations of performance

This piece was selected because melodies and harmonie@xpression parameters fanknownpolyphonic piano mu-
are mixed and it is usually performed with profound ex- gjc with certain degree of musicality.

pression.

4.3 Subjective evaluation

4.2 Generation results .
The experimental results show that the proposed method

As the results of experiment 1, the common performanceis able to generate meaningful fluctuations of performance

expression of 4 performers were learned and generated. expression parameters for polyphonic piano music. To eval-
We mentioned that the upper and lower outer-voices uate their human-likeness and musicality, we have con-

have different fluctuations of performance expression to ducted subjective evaluations.

each other in case of human performances. Probably, this For the evaluations, we prepared 3 performance expres-

is because each voice has a different role, for example, thesions which are generated with the proposed method: W.

upper outer-voice is a melody and the lower outer-voice is A. Mozart, Piano Sonata, KV. 331, 1st Movement which
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Figure 3. The results of experiment 1 (melody). a) Fluctuations sfantaneous tempo calculated by the equatidn (
b) Dynamics calculated with the equatior®.(c) Fluctuations of performed note duration which are @aled by the
equation B). These results show that the generated performance sigmdsr melody with the proposed method have
fluctuations of performance expression parameters suethiiknan performance expression do and they are not arbitrary

is the result of experiment 1, F. Chopin, Nocturne No. 10, pression (ANOVA indicates that thess differences are not
Op. 32, 2nd Movement which is the result of experiment 2 significant). It means that performance expressions with
and W. A. Mozart, Piano Sonata KV. 545, 3rd Movement the proposed method sounded human-like and musical for
whose performance expression is newly generated with thethese pieces.
models trained with 6 pieces of Mozart's piano sorfata For Mozart’'s Piano Sonata, KV. 545, 3rd Mov., per-
performed by M. J. Pires. formance expression with proposed method obtained rel-
In addition, we prepared 3 more sound samples for eachatively low score comparing with human performance ex-
piece (total 12 samples): performance without expression,pression. This might be because for Mozart’s piano sonata
human performance expression, and performance expreswith fast tempo, global expression by interpretations ef ex
sion for comparison. Performance expression for compar-pression marks and musical structure is more important
ison has expression only for upper outer-voice and it is than local expression which are related with note-level con
copied to the other voices and therefore upper and lowertexts. In the experiment, human performance expression
outer-voices have the same expression and each note ofhcluded both of local and global expressions and therefore
harmony also has the same expression. The purpose operformance expression with proposed method obtained
preparing performance expression for comparison is to seesuch a low score comparing with human performance ex-
if the proposed method considering polyphonic character- pression.
istics is effective to generate human-like performance ex-  However, the averages of the 3 pieces show that perfor-
pression for polyphonic piano music. mance expressions with proposed method obtained better
Human-likeness and musicality of each sound samplescores than performance expressions for comparison and
were evaluated by 25 participadtsvith 6 scaled scores, overall human-likeness and musicality of performance ex-
where 1 means "not human-like at all” and 6 means "very pressions with proposed method are most closed to human
human-like” for human-likeness and 1 means "not musical performance expressions comparing with other sound sam-
at all” and 6 means "very musical” for musicality. ples. Probably, this is because the proposed method is able
Fig. 6 shows the results of subjective evaluatidris. to generate more profound expression than performance
this figure, we can see that performance expressions generexpression for comparison, especially for polyphonic pi-
ated with proposed method were evaluated that they sound@go music.
more human-like and musical for all 3 pieces comparing  These results show that the proposed method is effec-
with performances without expression. In the cases of Miszdive to generate performance expression for polyphonic pi-
Piano Sonata KV.331, 1 Mov. and Chopin’s Nocturne No. ano music and its generation results sound human-like and
10, Op.32, 2nd Mov., participants evaluated them with the have certain degree of musicality.
scores which are very closed to human performance ex-

2W. A. Mozart, Piano Sonata, KV279-1, 279-2, 279-3, 331-5-54 5. CONCLUSION
545-2. Note that KV545-3 is not included in the training data

36 non-musicians, 17 hobby-musicians and 2 professionalcians We proposed a method to generate human-like performances

participated in the experiment. L A . . . )
4 Differences of average scores are tested by the Analysisa@divce for polyphonic piano music with a combination of proba

and its post-hoc tesp(< 0.05) bilistic melody and harmony models. With the experiments
y y p
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Figure 4. The results of experiment 1(harmony). a) Differences sbtitime calculated by the equatie).(b) Differences

of velocity calculated by the equatioB)( c) Differences of performed note duration which are clalmd by the equation
(6). These results show that the generated performance skpndsr harmony with the proposed method have different
parameter values for each note, such like human performemession do.

and the subjective evaluations, we showed that our method?2] A. Kirke and E. Miranda, “A survey of computer sys-
is effective to generate performance expression for known
and unknown polyphonic piano music and they sound human- put. Surv. vol. 42, no. 1, 2009.

like and musical with profound expression.

Global expression by interpretations of expression markg‘)’]

and musical structure are also very important for human-
like expressive performance. But expression marks are not

easy to interpret, because each expression mark also has
its certain performance context and therefore its integpre

tion is varying. As the next step, we will challenge to learn
and estimate global expression to generate more human-

like performances with more profound expression.

tems for expressive music performancaCM Com-

S. Flossmann, M. Grachten, and G. Widmer, “Expres-
sive performance rendering: Introducing performance
context,” in Proceedings of the 6th Sound Music and
Computing Conference(SM@p. 155-160, 2009.

[4] K. Teramura and H. Okuma, “Gaussian process regres-

We believe that there is a possibility to learn person-

ality of a specific performer through training models with [

his or her real performances. Therefore, we will experi-
ment on the proposed method to see its ability to gener-
ate distinguish performance expression for each performer

This will be useful not only for searching a specific per-

sion for rendering music performance,”®Pmoceedings
of the 10th International Conference on Music Percep-
tion and Cognition(ICMPC)2008.

5] K. Teramura and S. Maeda, “Statistical learning of

tempo variations for imitating piano performanci?”
formation Processing Society Japan, Special Interst
Group for Music and Computer, Technical Report
vol. 85, no. 12, 2010. (Japanese).

former from a music database, but also for musicologicaI[G] G. Grindlay and D. Helmhold, “Modeling, analyz-

researches of human music performances.
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F. Chopin, Nocturne No. 10, Opus 32-2, Measure 1-4
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Figure 5. The results of experiment 2. a) Fluctuations of instardaséempo calculated by the equatidh (o) Dynamics
for melody calculated by the equatioB)( c) Velocity differences of the harmony notes which aregkdted with the
equation §). d) Differences of performed note duration of the harmoater which are calculated by the equatiéh (
Fluctuations of performed note duration for melody and ®tisee differences of the harmony notes are omitted due to

space limitations.
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Figure 6. The results of subjective evaluations. A is performanciékout expression (deadpan). B is performance
expression for comparison. C is performance expressidngiposed method. D is human performance expression. Note
that human performance expression includes local and béotpeession. a) shows the results for W. A. Mozart, Piano
Sonata, KV. 331, 1st Movement and b) shows the results for VRi@ano Sonata, KV. 545, 3rd Movement. c) shows the
results for F. Chopin, Nocturne No. 10, Op. 32, 2nd Movementd shows the average human-likeness and musicality

of the 3 pieces.
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