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ABSTRACT

We propose two novel lyrics-to-audio alignment methods
which make use of additional chord information. In the
first method we extend an existing hidden Markov model
(HMM) for lyrics alignment [1] by adding a chord model
based on the chroma features often used in automatic audio
chord detection. However, the textual transcriptions found
on the Internet usually provide chords only for the first
among all verses (or choruses, etc.). The second method
we propose is therefore designed to work on these incom-
plete transcriptions by finding a phrase-level segmenta-
tion of the song using the partial chord information avail-
able. This segmentation is then used to constrain the lyrics
alignment. Both methods are tested against hand-labelled
ground truth annotations of word beginnings. We use our
first method to show that chords and lyrics complement
each other, boosting accuracy from 59.1% (only chroma
feature) and 46.0% (only phoneme feature) to 88.0% (0.51
seconds mean absolute displacement). Alignment perfor-
mance decreases with incomplete chord annotations, but
we show that our second method compensates for this in-
formation loss and achieves an accuracy of 72.7%.

1. INTRODUCTION

Few things can rival the importance of lyrics to the char-
acter and success of popular songs. Words and music
come together to tell a story or to evoke a particular mood.
Even musically untrained listeners can relate to situations
and feelings described in the lyrics, and as a result very
few hit songs are entirely instrumental [2]. Provided with
the recording of a song and the corresponding lyrics tran-
script, a human listener can easily find out which position
in the recording corresponds to a certain word. We call
detecting these relationships by means of a computer pro-
gram lyrics-to-audio alignment, a music computing task
that has so far been solved only partially. Solutions to
the problem have a wide range of commercial applications
such as the computer-aided generation of annotations for
karaoke, song-browsing by lyrics, and the generation of
audio thumbnails [3], also known as audio summarization.

The first system addressing the lyrics-to-audio align-
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Figure 1: Integrating chord information in the lyrics-
to-audio alignment process (schematic illustration). The
chords printed black represent chord changes, grey chords
are continued from a prior chord change. Word-chord
combinations are aligned with two audio features: an
MFCC-based phoneme feature and chroma.

ment problem was a multimodal approach proposed by
Wang et al. [4], which has since been developed further
[5]. The method makes relatively strong assumptions on
the form and meter (time signature) of the songs, which en-
ables preliminary chorus-detection and beat-tracking steps
to aid the final low-level lyrics alignment step. In [1] a left-
to-right hidden Markov model (HMM) architecture is used
to align lyrics to audio, based on observed mel frequency
cepstral coefficients (MFCCs). Here too, several prepro-
cessing steps such as singing melody segregation and vo-
cal activity detection are employed, but these make fewer
assumptions, and the more complex HMM models the evo-
lution of single phonemes in time. Similar HMM-based
approaches have been used in [6] and [7]. A special case
of lyrics alignment based on the speech melody of Can-
tonese has been presented in [8]. These existing lyrics-to-
audio alignment systems have used only two information
sources: the audio file and the lyrics.

In this paper we propose two novel techniques that in-
tegrate additional textual chord information (Figure 1) into
the alignment framework:

1. an extension of the lyrics-to-audio alignment
paradigm to incorporate chords and chroma features
in the ideal case of complete chord information, and

2. a three-step method that can recover missing chord
information by locating phrase-level boundaries
based on the partially given chords.
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What a cruel thing to pretend.
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Bm A

A mistake I made, there was a price to pay.
G A
In tears you walked away,

Verse:
When I see you hand in hand with some other
I slowly go insane.
Memories of the way we used to be ...
subsequent Oh God, please stop the pain.

verse: only Chorus:
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are omitted D/Fi# 6 A
Nothing can last forever
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I know it's not too late
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Would you let this be our fate?
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I know you'd be right but please stay
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Don't walk away

Instrumental:
Bm G D ABmGA

Chorus:

Oh, once in a life time
. ~ Nothing can last forever
heading defines I know it's not too late

Would you let this be our fate?
Segment type I know you'd be right but please stay.

Don't walk away.

Figure 2: Excerpt adapted from “Once In A Lifetime”
(RWC-MDB-P-2001 No. 82 [9]) in the chords and lyrics
format similar to that found in many transcriptions on the
Internet.

The motivation for the integration of chords is the vast
availability of paired textual chord and lyrics transcrip-
tions on the Internet through websites such as “Ultimate
Guitar” ! and “Chordie” ? . Though there is no formal def-
inition of the format used in the transcriptions appearing
on the Internet, they will generally look similar to the one
shown in Figure 2. It contains the lyrics of the song with
chord labels written in the line above the corresponding
lyrics line. Chords are usually written exactly over the
words they start on, and labels written over whitespace de-
note chords that start before the next word. In our exam-
ple (Figure 2) the lyrics of the verses are all accompanied
by the same chord sequence, but the chord labels are only
given for the first instance. This shortcut can be applied to
any song segment type that has more than one instance, and
transcribers usually use the shorter format to save space
and effort. Song segment names can be indicated above
the first line of the corresponding lyrics block. Song seg-
ments are separated by blank lines, and instrumental parts
are given as a single line containing only the chord pro-
gression.

The rest of the paper is structured as follows. Section 2
describes the hidden Markov model we use for lyrics align-
ment and also provides the results in the case of complete
chord information. Section 3 deals with the method that
compensates for incomplete chord annotations by locating
phrase-level boundaries, and discusses its results. Future
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work is discussed in Section 4, and Section 5 concludes
the paper.

2. USING CHORDS TO AID
LYRICS-TO-AUDIO ALIGNMENT

This section presents our technique to align audio record-
ings with textual chord and lyrics transcriptions such as the
ones described in Section 1. To show that the chord infor-
mation does indeed aid lyrics alignment, we start with the
case in which complete chord information is given. More
precisely, we make the following assumptions:

complete lyrics Repeated lyrics are explicitly given.

segment names The names of song segments (e.g. verse,
chorus, ...) are given above every lyrics block.

complete chords Chords for every song segment instance
are given.

This last assumption is a departure from the format shown
in Figure 2, and in Section 3 we will show that it can be
relaxed.

An existing HMM-based lyrics alignment system is
used as a baseline and then adapted for the additional in-
put of 12-dimensional chroma features using an existing
chord model [10]. We will give a short outline of the base-
line method (Section 2.1), and then explain the extension
to chroma and chords in Section 2.2. The results of the
technique used in this section are given in Section 2.3.

2.1 Baseline Method

The baseline method [1] is based on a hidden Markov
model (HMM) in which each phoneme is represented by
three hidden states, and the observed nodes correspond
to the low-level feature, which we will call phoneme fea-
ture. To be precise, given a phoneme state s, the 25 ele-
ments of the phoneme feature vector z,,, with the distribu-
tion Py (xm|s) consist of 12 MFCCs, 12 AMFCCs and 1
element containing the power difference (the subscript m
stands for MFCC). These 12+12+1 elements are modelled
as a 25-dimensional Gaussian mixture model with 16 mix-
ture components. The transition probabilities between the
three states of a phoneme and the Gaussian mixtures are
trained on Japanese singing. For use with English lyrics,
phonemes are retrieved using the Carnegie Mellon Uni-
versity Pronouncing Dictionary 3 and then mapped to their
Japanese counterpart. A left-to-right layout is used for the
HMM, i.e. all words appear in exactly the order provided.
The possibility of pauses between words is modelled by
introducing optional “short pause” states, whose phoneme
feature emissions are trained from the non-voiced parts of
the songs.

Since the main lyrics are usually present only in the
predominant voice, the audio is pre-processed to eliminate
all other sounds. To achieve this the main melody voice
is segregated in three steps: first, the predominant fun-
damental frequency is detected using PreFEst [11]. The

3nttp://www.speech.cs.cmu.edu/cgi-bin/cmudict
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phoneme chroma
sampling 16000 Hz 11025 Hz
frame length 25ms 372ms
window Hamming Hamming
frame rate 100 Hz 10 Hz

Table 1: Signal processing parameters of the two audio
features.

estimated frequency at every 10ms frame is used to find
the further harmonics, and the weights of the harmonics
are computed. Finally, the resulting harmonic structure
is used to re-synthesize the segregated melody line. The
MFCCs necessary for the inference are extracted from the
re-synthesized voice at intervals of 10ms (details in Ta-
ble 1).

A second pre-processing step is the vocal activity detec-
tion (VAD), which uses a simple probabilistic model with
only two states (vocal or non-vocal) to find sung sections.
The audio features used for this method are LPC-derived
cepstral coefficients and AF0 (fundamental frequency dif-
ference). The method is parameterized such that few vocal
regions are missed, even if this causes some instrumental
regions to be misclassified as vocal.

The HMM is decoded using the Viterbi algorithm, dur-
ing which the regions classified as non-vocal are con-
strained to emit only short pause states. This HMM is also
a flexible framework which enables the integration of dif-
ferent features, as we explain below.

2.2 HMM Network with Lyrics and Chords

In order to integrate chords in the baseline method de-
scribed above we need to parse the chords and lyrics files,
calculate a low-level harmonic feature (chromagram) and
extend the HMM so that it can process the additional in-
formation.

After parsing the chords and lyrics file of a song, every
word can be associated with a chord, the lyrics line it is in,
and the song segment this line is part of. In the present im-
plementation a chord change on a word is assumed to start
at the beginning of a word. While only the word-chord
association is needed for the HMM, the line and segment
information retained can later be used to obtain the loca-
tions of lines and song segments.

Chroma is a low-level feature that relates to musical
harmony and has been used in many chord and key de-
tection tasks [12, 13], but only rarely for chord alignment
[14]. Chroma is also frequently used for score-to-audio
alignment [15]. A chroma vector usually has twelve di-
mensions, containing activation values of the twelve pitch
classes C, C#,. .., B. Our chroma extraction method [16]
uses the original audio before melody segregation. It first
calculates a pitch spectrum with three bins per semitone,
which is then adjusted for minor deviations from the stan-
dard 440 Hz tuning. Then, the background spectrum (lo-
cal mean) is subtracted and the remaining spectrum is fur-
ther normalized by the running standard deviation, which
is a form of spectral whitening. Finally, assuming tones

with an exponential harmonics envelope, the non-negative
least squares algorithm [17] is used to find the activation
of every note, which is then mapped to the corresponding
chroma bin. Since chords change much more slowly than
phonemes, the chroma method extracts features at a frame
rate of 10Hz (Table 1), and to match the 100Hz rate of the
MFCCs we duplicate the chroma vectors accordingly.

The hidden states of the HMM are designed as in the
baseline method, with the difference that every state now
has two properties: the phoneme and the chord. The ob-
served emissions of the joint phoneme and chroma feature
z = (Tm,Tm) are modelled by a probability distribution
with log-density

log P(x|s) = alog Pn(am|s) + blog Pe(zc|s), (1)

where P,,(z,,|s) is the baseline phoneme model, and
a = b = 1.0 are weight parameters, which can be mod-
ified for testing. The subscripts m and ¢ stand for MFCCs
and chroma, respectively. P (z|s) is the chord model, a
set of 145 12-dimensional Gaussians that models the emis-
sions of 145 different chords: 12 chord types (major, mi-
nor, major 7%,...) transposed to all 12 semitones, and one
“no chord” type. The means of chord pitch classes are set
to 1, all others to 0. All variance parameters in the diagonal
covariance matrices are set to 0.2 [18].

For inference we use an implementation of the Viterbi
algorithm developed for the baseline method. The output
of the Viterbi decoder assigns to every phoneme the esti-
mated time interval within the song.

2.3 Results I

We ran two sets of eight experiments, one with vocal ac-
tivity detection, and one without. In each set we var-
ied the phoneme and chroma feature weights a and b in
(1) within {0.0, 0.5, 1.0} (the case in which both features
have zero weight is omitted). In order to evaluate the per-
formance of our method we chose 15 songs (13 pop hits
and 2 songs * from the RWC Music Database [9]) with En-
glish lyrics (see Table 2) and hand-labelled every word
in these songs with its onset time in seconds. Previous
work in lyrics-to-audio alignment has been evaluated only
on phrase level, for which hand-labelling is less laborious,
but the often uneven distribution of words over a lyric line
makes word-level alignment a more meaningful ground
truth representation. We evaluate the alignment according
to two criteria. The mean percentage

1 1
N, songs

Z g _4j<1 X 100 (2)

word 7

p= .
song k words

average percentage over k‘h song

of start time estimates #; that fall within one second of the
start time ¢; of the corresponding ground truth word, av-
eraged over songs. We will simply call this measure accu-

4 RWC-MDB-P-2001 Nos. 82 and 84.
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Figure 3: Calculation of the performance metrics. In this example, the accuracy p from Equation (2) is 80% because four
of the five words have an absolute displacement of < 1 second. The mean absolute displacement d, see Equation (3), is

0.32 seconds, which is simply the arithmetic mean of the five absolute displacements.

Artist Song
1 Bangles Eternal Flame
2 U2 With Or Without You
3 Robert Palmer Addicted To Love
4 Martika Toy Soldiers
5 Queen We Are The Champions
6 Simon and Garfunkel  Cecilia
7 Otis Redding The Dock Of The Bay
8 Shinya Iguchi (RWC) Once In A Life Time
9 ABBA Knowing Me Knowing You
10 Duran Duran Ordinary World
11 Toto Africa
12 Santana Black Magic Woman
13 Shinya Iguchi (RWC) Someday

14 Franz Ferdinand
15 Duffy

Do You Want To
Warwick Avenue

Table 2: The songs used for evaluation.

racy. A second measure is the mean absolute displacement

> fhi—til 3

word 7

1 1
Nsongs

d =
words

song k

mean abs. displacement in E® song

between the time instant ¢; at beginning of the i target
word and its estimate fi, which is also averaged over all
songs. Both metrics are illustrated in Figure 3.

Table 3 shows accuracy values, i.e. the mean percent-
age p as defined in Equation (2), for all tests. They can
be summarized as follows: the highest accuracy of 88.0%
is achieved with chroma and phoneme feature, but no vo-
cal activity detection (VAD); the chroma features provide
large scale alignment while the phonemes provide short-
term alignment; VAD does improve results for the baseline
method, i.e. when chroma is switched off. The next para-
graphs provide more detailed explanations.

Table 3a shows results without VAD. The first column
contains the results for which no chroma information was
used (b = 0.0). The results in the second and third
columns show that the additional information provided by
the chord labels substantially boosts accuracy, for exam-

ple from 38.4% (o« = 1.0, b = 0.0) to the best result
of 88.0% (o« = 1.0, b = 1.0). While chord informa-
tion yields the greatest improvement, we can also observe
that using chord information alone does not provide a very
good alignment result. For example, consider a chroma
weight fixed at b = 1.0: when the phoneme feature is
“off” (a = 0.0), we obtain only a mediocre alignment re-
sult of 59.1% accuracy, but setting a = 1.0, we obtain the
top result of 88.0%. Our interpretation of these results is
intuitive. Since chords occupy longer time spans and are
therefore “hard to miss”, they provide large scale align-
ment. The phonemes in the lyrics, on the other hand, often
have very short time spans and are easy to miss in a rich
polyphonic music environment. However, with good large
scale alignment—as provided by the chords—their short
term lyrics-to-audio alignment capabilities exceed those of
chords.

We can also observe that when no chord information is
given, VAD provides a similar kind of large scale align-
ment: for the baseline method (¢ = 1.0, b = 0.0) the
use of VAD increases accuracy from 38.4% (Table 3a) to
46.0% (Table 3b). Table 3b also shows that using chroma
and VAD together results in accuracy values slightly lower
than the top ones, which has been caused by regions er-
roneously classified as non-vocal by VAD. The conclusion
is: if full chord information is not available, use VAD; if
chord information is available, use chroma instead.

The same pattern emerges for the mean absolute dis-
placement d of words (Table 4). Here also, the best value,
0.51 seconds, is achieved when using both chroma and
phoneme features (without VAD), compared to 1.26 sec-
onds for the best result of the baseline method (with VAD).

One downside to the best methods mentioned so far
is that the complete chords assumption is not always ful-
filled, since transcribers often omit chord annotations for
harmonically repeated sections (see Figure 2). The next
section presents a method which—through intelligent use
of the remaining chord information—deals with this situ-
ation and achieves results approaching the best ones seen
above.
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chroma weight

b=00 b=05 b=1.0
honeme =00 — 59.1 59.1
aeight a=05 348 86.8 83.1

a=1.0 384 87.6 88.0

(a) accuracy without VAD

chroma weight

b=00 b=05 b=1.0
honeme =00 — 52.3 523
Iv’veight a=05 42,0 77.8 773

a=1.0 46.0 81.9 78.5
(b) accuracy with VAD

Table 3: Accuracy: mean percentage p as defined in Equation (2) for tests without and with vocal activity detection (VAD).
Chroma and phoneme feature combined lead to the best results for the method using complete chord information. For a

detailed discussion see Section 2.3.

chroma weight

b=00 b=05 b=10
honeme =00 — 1.98 1.99
aeight a=05 822 0.63 1.06

a=1.0 6.93 0.72 0.51

(a) mean absolute displacement without VAD

chroma weight
b=00 b=05 b=1.0

a=0.0 — 3.74 3.73
a=0.5 5.52 1.67 1.69
a=1.0 4.67 1.26 1.65

(b) mean absolute displacement with VAD

phoneme
weight

Table 4: Mean absolute displacement d in seconds as defined in Equation (3) for tests without and with vocal activity

detection (VAD). For a detailed discussion see Section 2.3.

3. RECOVERING PARTIALLY MISSING CHORDS

As we have seen in Figure 2, among all verses (or choruses,
etc.) it is usually only the first one that is annotated with
chords. Our method presented above cannot be applied
directly anymore because in the remaining segments it is
no longer clear which chord to associate with which word.

We will now consider this more difficult case by relax-
ing the “complete chords” assumption given in Section 2
and replace it with an assumption that is more in line with
real world files:

incomplete chords Chords are given for the first occur-
rence of a song segment; subsequent occurrences of
the same segment type have no chord information.
They do still have the same number of lyric lines.

Transcriptions such as the one shown in Figure 2 now com-
ply with our new set of assumptions.

While our basic method from Section 2 works in a sin-
gle alignment step, the recovery method proposed in this
section consists of the following three steps:

(a) naive alignment: the basic alignment method as in
Section 2, but missing chords are modelled by a “no
chord” profile.

(b) phrase-level segmentation: the results of the alignment
are used to build a new chord-based HMM for phrase-
level segmentation.

(c) constrained alignment: the phrase-level segmentation
result is fed back to the original alignment HMM: in-
ference is performed constrained by phrase location.

Sections 3.1 to 3.3 will explain these steps in more detail
and Section 3.4 presents the results.

3.1 Naive Alignment

In this context we call “naive” taking the best perform-
ing model from Section 2 (¢ = 1.0, b = 1.0, no VAD),
which depends on chords and chroma, and apply it to
the case of incomplete chords. We simply use the “no
chord” model for words with missing chords, which en-
sures that no preference is given to any chord. This is step
(a) in the above method outline. As could be expected, the
scarcity of information leads to a substantial performance
decrease, from 88.0% (as discussed in the previous sec-
tion) to 58.44%. Clearly, the partial chord information is
not sufficient to maintain a good long-term alignment over
the whole song. However, the first occurrence of a song
segment type such as a verse is always given with lyrics
and chord information, and we have shown in Section 2.3
that alignment performance is generally good when both
features are used, so it would be likely to find good align-
ment at least in the song segments for which chord infor-
mation is not omitted. This is indeed the case: if we restrict
the evaluation of the “naively” obtained results to the song
segments annotated with chords, we obtain a higher level
of accuracy: 72.1%. This has motivated us to implement
the following two steps (b) and (c).

3.2 Phrase-level Segmentation

This is step (b), according to the system overview given
above. We build a new HMM based entirely on chords and
chroma, with three hierarchical levels depicted in Figure 4:
chord, song segment, and song, based on the first (naive)
alignment step explained above. We assume indeed that in
segments with complete chord information the word time
estimates are nearly correct. Since the words are associated
with chords, they provide us with an estimate of the chord
lengths for every segment type. For each segment with



complete chords we will use these chord lengths to spec-
ify a new segment-specific HMM as a left-to-right chord
sequence. Chords that cross a lyric line boundary, as the
one from the first to the second lyric line in Figure 2, are
duplicated such that a line always starts with a chord. This
is important because otherwise the model based only on
chroma observations could not find the correct new phrase
beginning.

The model of each chord is determined by its length ¢
in seconds: it is modelled by [2/] states, i.e. two states per
second. Only self-transitions or transitions to the next state
are allowed (see Figure 4a). The self-transition probability
is s = 0.2, and hence the expected duration of one state is
0.5 seconds at a frame rate of 10 Hz> . The expected dura-
tion of the chord is [£], i.e. the length estimated in the pre-
vious step, up to rounding. Of course, we could have mod-
elled each chord with one state with a higher self transition
probability, but that would have led to a geometrically dis-
tributed chord duration model and hence to a bias towards
short durations. The chord duration in our implementation
model follows a negative binomial distribution—similar to
the one used in [19]—in which the probability of very short
chord durations is reduced.

The chord models are then concatenated to form a left-
to-right model of the chord progression in one segment,
as illustrated in Figure 4b. The segment HMMs are then
combined to the final left-to-right song HMM. Since we
assume we know the names of all segments, and hence
their succession, we can simply concatenate the individ-
ual segment HMMs in the correct order, as can be seen in
the example in Figure 4c. Of course, segment models may
appear several times.

3.3 Constrained Alignment

This third step (c) integrates the results calculated in the
two previous steps (a) and (b). We now run the HMM in-
ference from the first step once again, but using the esti-
mated lyric line beginnings from the previous step (b): we
constrain the Viterbi search at frames of line beginnings to
exactly the word the line starts with. To be precise, it is the
short pause state preceding this word that is fixed to start
at the estimated line beginning, so that lines that start with
a chord, but no lyrics are not forced to start with a word.

3.4 Results II

We chose the method that performed best in the experi-
ments reported in Section 2.3 for the further experiments,
i.e. the feature weight parameters are set to a = 1.0 and
b = 1.0. We used the same eight songs (see Table 2) and
performed two more experiments, firstly the naive applica-
tion (a) of the original chord and lyrics alignment method,
and secondly the full method including steps (a), (b) and
(c). The accuracy results are given in Figure 5, together
with the result obtained under complete chord information.
First of all, we observe that the results of the naive method
are worse than the results with complete chord informa-
tion: with respect to the method with complete chords at

5 Since this HMM does not involve MFCCs we use the native chroma
frame rate.
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Figure 5: Songwise comparison. Top figure: black bars
represent the accuracy obtained using all chord informa-
tion (see Section 2); blank circles represent accuracy with
partial chord data (chords of repeated segments removed);
filled circles represent accuracy using our chord informa-
tion recovery method as explained in Section 3. Bottom
figure: proportion of lyrics lines for which chord informa-
tion is available after partial removal.

method accuracy in %
full chord information 88.0
incomplete chords (naive method) 58.4
incomplete chords with recovery 72.7

Table 5: Accuracy for the methods presented in Section 3,
as explained in 3.4.

the top of the figure, removing chord information clearly
decreases accuracy (defined in Equation 2) from 88.0% to
58.4%. Our proposed method, i.e. steps (a) to (c), can re-
cover much of the lost information by applying phrase con-
straints, resulting in an accuracy of 72.7%.

Figure 5 illustrates where the chord information recov-
ery method presented in this section works best: the blank
and filled circles connected by solid lines show the im-
provement from the naive method (blank) to the method
with chord information recovery (filled). The songs are
sorted by amount of improvement (same order as given
in Table 2), and we observe that the recovery method im-
proves results for the first 11 (of 15) songs. The differences
are more substantial, if the accuracy of the naive method is
low. It is also interesting to observe that the improvement
correlates negatively with the amount of chord information
provided (see the percentage of lines with available chord
information at the bottom of Figure 5).

Our results imply furthermore that the segmentation
achieved in step (b) is very good. As far as we know, this is
the first time that a chord progression model of song seg-
ments has been applied for song segmentation, made pos-
sible by the partially given chord data. A particularly inter-
esting feature is the capability of finding structures down
to the phrase level, as the example Figure 6 demonstrates.



(a) chord model: example of one chord of length ¢ = 1.5 seconds
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(b) song segment model: example of the verse

(c) song structure model

Figure 4: HMM for phrase-level segmentation. Though the network is a strict left-to-right HMM, it can be thought of in
terms of three hierarchical layers representing chords, song segments, and song structure.
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Figure 6: Automatic segmentation as explained in Section 3.2. The top line is a representation of the audio waveform of
the song Eternal Flame by the Bangles, with means and maxima of positive values indicated in grey and black, respectively.
Below are the automatically detected segments, with names from the chords and lyrics annotation file. Underneath is the
corresponding phrase-level segmentation (i.e. lyric lines). We can clearly see that the verse has six lines, the bridge has
only three, while the instrumental section has no lyrics and hence no further segmentation. In the bottom line the segments

for which chord information was available are shaded dark.

4. DISCUSSION AND FUTURE WORK

Clearly, our chord information recovery method does not
improve results for all songs, but in our experiments it did
improve results for the majority of songs. No high-level
music computing method can claim perfect accuracy, and
systems that contain a number of successive steps suffer
from errors that are propagated down to subsequent steps.
We have presented such a system in this paper and are
aware of this shortcoming. An approach that integrates
all three steps into one would be much more elegant—
and probably more effective. The main problem under par-
tially missing chord data is that three song representations
have to be aligned: lyrics, chords and audio. Finding a
model that encompasses all poses a significant challenge
and we are not aware of standard statistical models that
directly lend themselves to this task. Once found, such
a model could also provide more accurate alignment for
cases in which the chord labelling is of low quality, e.g.
when chords are not written exactly over the right words.

In a more efficient system, the audio feature generation
should be unified to avoid the overhead of operating with
different sample rates. We also plan to implement an appli-
cation of the methods presented here: a machine that auto-
matically generates guitar/singing karaoke annotations and
allows a new advanced karaoke experience for musicians.
In fact, real-time alignment could make such an application
an electronic lead-sheet tool for bands. In the present study
the chord and lyrics files were checked and edited so they
could be parsed unambiguously. For example, we made
sure that the names of song segments were unambiguously
recognizable as such so they would not be parsed as lyrics.
In an application aimed at non-expert users, this “clean-up”

would have to be performed automatically, i.e. the parsing
of the files would have to be much more robust. This is an
interesting research problem in itself.

However, our primary goal is to further relax the as-
sumptions made about the chord and lyrics data. For exam-
ple, dropping the requirement that the succession or names
of the song segments are given would make our method
even more applicable to “sloppy” real world song annota-
tions, and the segmentation method based on chord pro-
gressions presented in Section 3.3 is a promising starting
point to finding song segments with no a priori informa-
tion about their order. The next great music computing
challenge is then to perform the task of chord-aided align-
ment without any prior chord information and automat-
ically generate Internet-style chord and lyrics transcrip-
tions. Though several systems for fully automatic struc-
tural segmentation and chord extraction exist, we are aware
of none that combine the different parts needed: integrat-
ing more musical features is however one of the goals of
the Sound and Music Computing Roadmap ® and we ex-
pect that the most interesting music computing applica-
tions of the future will be those that aim to reach that goal.

5. CONCLUSIONS

This paper has shown that additional chord information in
a textual “Internet” format can lead to substantially im-
proved lyrics-to-chord alignment performance. This is true
in the case in which chord information is provided for ev-
ery part of the song, but also if the chords are only tran-
scribed once for every song segment type (e.g. for the
first of three verses), a shortcut often found in files in

Shttp://smcnetwork.org/roadmap
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the Internet. We have proposed two methods that allow
us to deal with these situations: the first one is based
on an existing hidden Markov model that uses MFCC
phoneme features for lyrics-to-audio alignment. We ex-
tend it by integrating chroma emissions and describe each
hidden state in terms of the phoneme and the chord. We
achieve an accuracy of 88.0% compared to 46.0% without
chroma and 59.1% without phoneme features. If parts of
the chord information are removed, the method performs
worse (58.4%), though still better than the baseline method
without chroma features. Our second proposed method
succeeds in recovering much of the information lost: it
uses the remaining partial chord information to build a new
HMM with chord progression models for every song seg-
ment. Viterbi decoding of this HMM identifies the phrase
structure of the song, so that lyrics alignment can be con-
strained to the correct phrase. This strategy boosts accu-
racy by more than 14 percentage points to 72.7%. We
show that the improvement on individual songs is partic-
ularly marked when large parts of the chord information
are missing.

We have noted that the results of the second method
imply a good performance of the segmentation method.
This is the first time that segment-specific chord progres-
sion models have been used for segmentation and phrase-
finding. Similar models may allow us to further relax as-
sumptions on the chords and lyrics input format and hence
to achieve robust performance in real-world situations.
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