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ABSTRACT

In this paper we discuss the applicability of the Mellin transform for vowels recognition, focusing on spectral envelope scale distribution. The hypothesis used is that same vowels produced same spectral envelope shapes (same curves with different compression factor), so an energy, time and scale normalization can be used to map same vowels to same distributions. So, using fast algorithms, we study the applicability of this idea to build a realtime or quasi-realtime system capable of making vowel discrimination in a relatively straightforward way.

1. INTRODUCTION

Same vowels pronounced by different people with different gender, different age, or by the same person using a different pitch can be recognized by our auditory system. We don’t know how our auditory system can do this, but we can try to find a way to replicate this behavior. Irino and Patterson in [5] have pointed out that our auditory system can do a kind of scale normalization (maybe using a Mellin transform) and in another paper [4] they present an application to this idea to their Auditory Image Model. Our objective is to study the hypothesis to apply the Mellin transform to the spectral envelope of the signal in order to achieve some kind of pitch, gender, age normalization of the pronounced vowels, and all this in an efficient (fast, or quasi-realtime) way. Related works have been presented in [13] and [11] to obtain normalized envelopes or spectra and in [9] and [10] using Mel-scale warping and scale-cepstral coefficients for the same purpose. In [8] an application of the scale-cepstrum for speech analysis has been presented and in [12] an implementation of STCC (scale-transform cepstrum coefficients) has been developed and compared to MFCC (Mel-scale cepstrum coefficients).

2. PITCH AND VOCAL TRACT IN VOWELS

From a temporal point of view, the signals of the same vowels pronounced by the same person, but with different pitch are not equal. But a more accurate analysis of the signal reveals that a single period of the vowel presents similarities with the single period of the other. The different part of the signals is the “gap” between periods. So we can build an artificial change of pitch taking a single period of a vowel, add zeros in tail and replicate this structure. For example you can get a new vowel pronunciation with a lower pitch with this modification (see figure 1).

Different ages and different genders can be studies using the ideas presented in [4]. Basically, the vocal tract of every person can be modelled with a lossless acoustic tube, so this tube is different only in length between different persons. The impulse responses of those tubes are one the scaled version of the other. So, again, if we take a single period of a vowel and confront it with another person (with a different length of the vocal tract) single period of the same vowel we should get two scaled versions of the same signal (see figure 1).

Now, the problem with these two ideas is that, for each signal, we must extrapolate the single period, find its start point and end point, and compare (directly in the pitch modification case, and with a scale normalization for the varied vocal tract case) the signals. Finding the single periods can be very difficult (pitch detection problem, cnfr. [7]) and results can be bad because a single period is short (too few samples) and can be different from others (we need some kind of mean).

But there is another way and we want to investigate about this other solution. Instead of working directly in time domain we can work on frequency domain. This give us two advantages: the first is that we “loose” time, so we don’t care about time shifts between signals and we can...
avoid synchronization problems, the second is that if we work on the envelope we can avoid the signal preprocessing (find the single period, the start point, end point and compute some kind of mean).

So, the idea is to take the spectrum of the signal (only positive frequencies\footnote{The whole support is redundant and can cause a zero-in-head problem (reintroduction of a shift/synchronism problem that destroys the scale relation between envelopes).}), e.g. work on analytic signal, extract the envelopes\footnote{We cannot use directly the spectra because, in general they are not in scale relation, but their envelope are.} and apply the scale transform to the envelope. Since the envelope of the discussed signals stays the same (with a different compression factor for different length vocal tracts, see figure 2), making a scale transform gives us a magnitude distribution identical for all this signals. In this way, in theory, we have a system to recognize the same vowel pronounced by different people with different pitches.

Naturally, this is a simplified model, because there are some differences that we discard (vocal tract geometry is slightly different between males and females, for example females have shorter pharynges in relation to their oral cavities \cite{13}). Moreover, there is not a perfect constant compression factor between envelopes (authors of \cite{10} suggest a Mel-scale warping instead a compression), so our results can be affected by these simplifications, but verifying that these reductions are not too heavy is part of this study.

3. THE SCALE AND MELLIN TRANSFORMS

The Mellin transform of a function $f$ is defined as:

$$M_f(p) = \int_0^{\infty} f(t) t^{p-1} dt,$$

where $p \in \mathbb{C}$ is the Mellin parameter. The scale transform\footnote{In scale relation, but their envelope are.} is a particular restriction of the Mellin transform on the vertical line $p = -jc + \frac{1}{2},$ with $c \in \mathbb{R}.$ Thus, the scale transform is defined as:

$$D_f(c) = \frac{1}{\sqrt{2\pi}} \int_0^{\infty} f(t) e^{-jc(t + \frac{1}{2})\ln t} dt.$$  \hspace{1cm} (2)

The scale inverse transform is given by

$$f(t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} D_f(c) e^{jc(t - \frac{1}{2})\ln t} dc.$$  \hspace{1cm} (3)

The key property of the scale transform is the scale invariance. This means that if $f$ is a function and $g$ is a scaled version of $f,$ the transform magnitude of both functions is the same. A scale modification is a compression or expansion of the time axis of the original function that preserves signal energy. Thus, a function $g(t)$ can be obtained with a scale modification from a function $f(t),$ if $g(t) = \sqrt{\alpha} f(\alpha t),$ with $\alpha \in \mathbb{R}^+.$ When $\alpha < 1$ we get a scale expansion, when $\alpha > 1$ we get a scale compression. Given a scale modification with parameter $\alpha,$ the scale transforms of the original and scaled signals are related by

$$D_g(c) = \alpha^c D_f(c).$$  \hspace{1cm} (4)

This property derives from a similar property of the Mellin transform. In fact, if $h(t) = f(\alpha t),$ then

$$M_h(p) = \alpha^{-p} M_f(p).$$  \hspace{1cm} (5)

In both (4) and (5), scaling is reflected by a multiplicative factor for the transforms, and for (5) such factor reduces to a pure phase shift. So, the scale transform magnitude of the original signal and the scaled signals is the same.

$$|D_g(c)| = |D_f(c)|.$$  \hspace{1cm} (6)

4. ALGORITHM

Following the theory we have built an algorithm for studying the applicability of this method in practice and evaluating its performance. The goal is to obtain an automatic and simple (few or none controls, no tuning, no active control) recognition system that can map the same vowels to the same distribution and different vowels to different distributions. The system can be viewed as a sequence of steps: the first step is the computation of the Fourier transform magnitude for positive frequencies (or the Fourier transform magnitude of the analytic signal).

The second step is to build the spectral envelope. There are different algorithms and ideas on how to extract a spectral envelope (Channel Vocoder, LPC, Cepstrum). For our purpose we chose the cepstrum method\footnote{The cepstrum method allows the estimation of a spectral envelope starting from the Fourier transform of the signal. First the signal (or a frame of the signal) can be windowed with a Hanning, Hamming or Gaussian window, then the log of the Fourier transform magnitude is computed (real cepstrum), after that the inverse Fourier transform is calculated, weighted with a particular low pass window.}. The cepstrum method allows the estimation of a spectral envelope starting from the Fourier transform of the signal. First the signal (or a frame of the signal) can be windowed with a Hanning, Hamming or Gaussian window, then the log of the Fourier transform magnitude is computed (real cepstrum), after that the inverse Fourier transform is calculated, weighted with a particular low pass window.
The term “quefrency” is commonly used when referring to the independent variable of the cepstrum domain.

third step is \(O(n \ln^2 n)\), because this is the computational complexity of the scale transform [3], and the last step is linear.

5. TESTS

For testing the applicability of the whole idea, we have used artificial and real vowels.

The artificial vowels have been built from a unique real ‘a’ vowel (a_canon_A1_T1_real).

A single period was extracted and replicated to build an artificial ‘a’ (same pitch, same vocal tract, a_canon_A1_T1). With the same period we built another ‘a’ with a lower pitch, as described in section 2 (zero padding to have a longer period, a_canon_A1_T15_low). Then other two versions have been created: one (a_canon_A2_T1_high) is the simulation of a vocal tract reduction (again, as described in section 2 obtained by compression of the single period and zero padding the period to have the same length of the original one) and the last version is a pitch and vocal tract modification at the same time (a_canon_A2_T3_cmpr_high, not shown in the figures, a_canon_A2_T1_high has an almost equal distribution).

The real vowels are a_canon (a_canon_A1_T1_real is the first 0.132 seconds of it), e_canon, i_canon, o_canon and u_canon.

As can be seen in figure 4 all the artificial vowels can be mapped to very similar distributions. The scale axis is zoomed in the 0 – 5 interval because there differences or similarities can be appreciated, and the magnitude is normalized. Of course they are not perfectly identical, but results are encouraging, especially when comparing a real ‘a’ vs. the artificial ‘a’ (figure 5).

Real vowels distributions (figures 6 and 7) appear different (even if there’s not dramatic differences, for example ‘a’ and ‘u’ present some similarity) so they are distinguishable from each other.

The next step will be to make comparisons with real sounds between different genders and pitch, with an introduction of other components (e.g. an algorithm for automatic computation of quefrency parameter) in the system to go deeper in the study of applicability of this method for vowel recognition. Moreover, some kind of clustering must be done to verify that all the vowels can be mapped in different sets.

6. CONCLUSIONS

In this paper we have analyzed the applicability of the Mellin/scale transform for vowels recognition, focusing on spectral envelope scale distribution. We have reached a first indication that this idea can be pursued. The algorithm implemented is not usable yet, because it does not provide us a clear-cut answer (e.g. this vowel is equal to that), and it needs spectral envelope tuning (quefrency parameter). An expansion of the algorithm should be possible using automatic tuning. The tests have been limited to two classes of vowels, artificial (‘a’) and real (all vowels)
Figure 4. Log plot of the normalized magnitude of three envelope scale transforms. An ‘a’ vowel, a pitch lower ‘a’ and an ‘a’ pronounced by a shorter vocal tract. All the vowels are artificial.

Figure 5. Log plot of the normalized magnitude of three envelope scale transforms. An artificial ‘a’ vowel, a real ‘a’ and a different length real ‘a’.

Figure 6. Log plot of the normalized magnitude of three envelope scale transforms. A real ‘a’ vowel, a real ‘e’ and a real ‘i’.

Figure 7. Log plot of the normalized magnitude of three envelope scale transforms. A real ‘a’ vowel, a real ‘o’ and a real ‘u’.

and can be further extended with real vowels only after the aforesaid algorithm modifications. The asymptotic complexity of the entire procedure is $O(n \ln^2 n)$, so it shall be usable in realtime or quasi-realtime environment (depends on the signal length). The experiments have shown us that following the idea of a time-shift normalization (through Fourier transform and spectral envelope in particular) and a scale normalization (through scale transform) applied to audio signal can be pursued to make some kind of vowel recognition or normalization independent from who (age, gender) have pronounced the vowel and what pitch has been used.

7. REFERENCES


